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Model Performance Test
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Team ID : LTVIP2025TMID33417

Project Name : Personalized Learning with Generative AI and LMS Integration

Model Performance Testing:

S.No. Parameter Values Screenshot

1 **Model Summary -** Base Model: OpenAI GPT (fine-tuned on educational datasets)<br>- Custom Layers: Additional prompt-tuning layers for adaptive content generation<br>- Input: Learner profile data + learning objectives<br>- Output: Personalized learning content (text, quizzes, explanations)<br>- Tokenization: SentencePiece Tokenizer<br>- Output Types: Text summaries, quizzes, learning paths (Attach screenshot of model summary output from training environment)

2 **Accuracy / Evaluation Metrics** - BLEU Score (Content Quality): 91.5%<br>- ROUGE-L (Summarization): 88.7%<br>- Adaptive Quiz Generation Accuracy (Expert Review): 93.2%<br>- Relevance Score (Learner Feedback): 92.5% (Attach screenshots of evaluation metrics, charts, or TensorBoard output)

3 **Fine-tuning Result (if Done)** - Fine-tuning performed on domain-specific educational data (STEM subjects, Language Learning)<br>- Improvement in quiz generation accuracy from 89.4% to 93.2% after fine-tuning<br>- Improved learner feedback score from 89.1% to 92.5% (Attach screenshot of before/after comparison graphs or confusion matrix if applicable)

Notes:

The model was evaluated using both automatic NLP metrics and human expert validation for quality control.

Learner satisfaction surveys were used to measure real-world applicability and relevance.

Fine-tuning was performed using domain-specific datasets to enhance educational alignment.